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ABSTRACT: Many the one - factor fuzzy time 

series (FTS) models which have been widely applied 

in recent years and can be divided into two classes, 

which are called first - order and high - order models. 

In the forecasting field, many researchers suggest that 

the high-order FTS model improve the forecasting 

accuracy. One of the important parts of obtaining 

high forecasting accuracy in fuzzy time series is that 

the length of interval is very significant. In this study, 

a novel forecasting model which combines Hedge 

algebra (HA) in the determining of interval length 

with the high - order fuzzy time series model for 

improving the forecasting accuracy. The proposed 

method was employed to forecast the enrolments of 

the University of Alabama to show the considerable 

outperforming results.  

KEYWORDS: Fuzzy time series, Hedge algebra, 

high – order, forecasting, enrolments. 

 

I. INTRODUCTION 
During last few years, forecasting using 

fuzzy time series is applied to deal with various 

problems for helping people to make decisions, such 

as forecasting university enrolments [1-14], stock 

index [14-23], temperature prediction [20-23], crop 

productions [24] and car road accidents [25-28]. In 

the conventional time series models, the recorded 

values of a special dynamic process are represented 

by crisp numerical values. But, in a fuzzy time series 

model, the recorded values of a special dynamic 

process are represented by linguistic values. Based on 

the fuzzy time series theory, first forecasting model 

was introduced by Song and Chissom [1, 2], which 

were used to forecast the time series values based on 

linguistic values. They presented the fuzzy time 

series model by means of fuzzy relational equations 

involving max–min composition operation, and 

applied the model for forecasting the enrolments in 

the University of Alabama. Unluckily, their models 

had many drawbacks such as huge computation when 

the fuzzy rule matrix is large and lack of 

persuasiveness in determining the universe of 

discourse and the length of intervals. Therefore, Chen 

[3] had proposed the first-order fuzzy time series 

model by using simple arithmetic calculations instead 

of max-min composition operations in approach [1, 

2] for better forecasting accuracy. Later, many 

studies have provided some improvements in 

framework of Chen [3] in terms of following issues: 

▪ determining of lengths of intervals; 

▪ fuzzification; 

▪ fuzzy logical relationships; 

▪ defuzzification techniques. 

To further enhance forecasting accuracy of 

model, many researchers proposed various fuzzy 

time series models. For example, K. Huarng [14] 

presented an effective approach which can properly 

adjust the lengths of intervals. He pointed out that the 

different lengths of intervals in the universe of 

discourse can affect the forecasting result and a 

proper choice of the length of each interval can 

greatly improve the forecasting accuracy rate. The 

studies mentioned above can be categorized under the 

name of first-order fuzzy time series model. Since 

first-order fuzzy time series models have a simple 

structure, they can generally be insufficient to explain 

more complex relationships. For this reason, 

researchers in articles [4, 13, 21] have proposed 

computational methods of forecasting based on the 

high-order FLRs to overcome the drawback of fuzzy 

first-order forecasting models [1-3]. In addition, in 

[29], authors introduced a new approach, which uses 

a feed-forward neural network for defining fuzzy 

relations and is based on a high - order fuzzy time 

series forecasting model. 

A completely different way from fuzzy 

approach, HA considers to be a sound option. Just 

recently, several related research works have been 



 

 

International Journal of Advances in Engineering and Management (IJAEM) 

Volume 3, Issue 2 Feb 2021, pp: 726-734   www.ijaem.net             ISSN: 2395-5252 

 

 

 

 

DOI: 10.35629/5252-0302726734   Impact Factor value 7.429     | ISO 9001: 2008 Certified Journal   Page 727 

presented. For example, in paper [30], authors have 

presented a forecasting model based on the theory of 

hedge algebra [31] for forecasting university 

enrolments. In which, the hedge algebra was used to 

construct linguistic domains and variables instead of 

performing data fuzzification and defuzzification in 

the fuzzy approach. In addition, Research in [32] 

proposed a HA-based forecasting model to obtain 

unequal – size intervals in universe of discourse 

(UoD) by mapping the semantics of linguistic terms 

into fuzziness intervals. However, two these research 

works only focus on building the first-order model 

for forecasting the number of students annually at the 

University of Alabama. 

Based on analysing of the above-mentioned 

research works showed that the length of intervals 

and the order of fuzzy relationships are two factors 

influencing strongly forecasting accuracy of model. 

The purpose of this study is to suggest a new high – 

order FTS model which uses HA to partitionthe UoD 

into intervals with unequal – length. The proposed 

model is examined on real-world datasets as the 

historical enrolment dataset of University of 

Alabama [3]. The examined results point out that the 

proposed forecasting model outperforms the some of 

the recent FTS models in terms of forecasting 

accuracy rate. 

The rest of this paper is organized as 

follows: In Section 2, the basic concepts of FTS and 

Hedge algebra are briefly introduced. Section 3 

presents a forecasting model using the HA and high 

– order FTS. Section 4 gives the forecasting results 

makes a comparison of forecasting results of the 

proposed model with the existing models. 

Conclusions are discussed in Section 5. 

 

II. BASIC CONCEPTS OF FTS AND HA 
2.1. Fuzzy time series 

Song and Chissom [1, 2] firstly introduced 

the definition of FTS and constructed its model by 

means of fuzzy relational equations, in which the 

values of historical time series data are presented by 

fuzzy sets. Let U = {u1, u2, … , un } be an universe of 

discourse; a fuzzy set A of U can be defined as A =
{ μ

A
(u1)/u1+, μ

A
(u2)/u2 … + μ

A
(un)/un}, where  

μ
A

 : U→[0,1] is the membership function of A, 

μ
A

(ui)  indicates the degree of membership of ui in 

the fuzzy set A, fA(ui) ϵ [0, 1], and 1 ≤  i ≤  n. The 

basic definitions related to FTS are summarized as 

below: 

Definition 1: Fuzzy time series  

Let Y(t)(t = . . , 0, 1, 2 . . ), a subset R1 (Y(t) 

R1), be the universe of discourse in which the fuzzy 

sets fi(t) (i =  1,2 … ) are defined. Assume that F(t) 

consists a collection of f1(t), f2(t), … , then  F(t)is 

called a FTS defined on Y(t). 

Definition 2: Fuzzy logical relationship (FLR)  

Support F(t) is instigated only by F(t-1), as 

F(t-1)→  F(t). Then it can be expressed as F(t-1) R(t-

1, t). If let Ai = F(t) and Aj = F(t-1), the relationship 

between F(t) and F(t -1) is represented by fuzzy 

logical relationship Ai →  Aj , where Ai and Aj are 

called the current state and the next state of fuzzy 

relationship, respectively. Furthermore, these fuzzy 

logical relationships can be grouped to establish 

different fuzzy relationship. 

Definition 3: 𝐧- order fuzzy logical relationship 

Let F(t) be a fuzzy time series. If F(t) derived 

by more fuzzy sets F(t-1), F(t-2),…, F(t-n+1), F(t-n),  

then fuzzy relationship between them  can be 

represented as Akn, Ak(n−1),…,Ak1 → Ai; Where F(t-

n) = Akn, …, F(t-2) =Ak2, F(t-1) =Ak1, F(t) = Ai. This 

relationship is called the n- order fuzzy time series 

model. 

2.2. The concepts of Hedge Algebras [31] 

In this study, the concept of HA is employed 

as basis to partition data of time series into initial 

intervals with unequal-length. Assume that there is a 

set of linguistic values as the domain of the linguistic 

of variable X which are sorted by the following 

words: X = {Very small < small < little small <
Little low < medium < Little large < large <
Very large}. Each of linguistic variable 𝒳 is 

represented by an algebraic structure as 𝒜𝒳 =
(X, G, C, H, ≤) and called HA, where X is the set of 

terms in 𝒳; ≤ denotes a natural semantically ordering 

relation on X; G = {c−, c+},  c− ≤ c+is the set of 

generating elements.  C = {0,w,1}is a set of 

constants, with (𝟎 ≤ c− ≤  𝐖 ≤ c+ ≤ 𝟏);  H =
H− ∪ H+, withH− = {h−q ≥ ⋯ ≥ h−2 ≥ h−1} is the 

set of all negative hedges of X, ∀h ∈ H− then hc+ ≤
c+ and H+ = {h1 ≤ h2 ≤ ⋯ ≤ hp} is the set of all 

positive ones of X, ∀h ∈ H+ then hc+ ≥ c+.Some 

basic definitions of HA are given as follows: 

Definition 4: Let 𝒜𝒳 = (X, G, C, H, ≤) be a HA. An 

fm: X → [0,1] is said to be a fuzziness measure of 

terms in X if: 

(1).  fm(c−)+fm(c+) = 1 and ∑ fm(hu) =h∈H fm(u), 

for uX; in this case fm is called complete;  

(2).  For the constants 0, W and 1, fm(0) = fm(W) = 

fm(1) = 0; 

(3).  For x, y  X, h H, 
fm(hx)

fm(x)
=

fm(hy)

fm(y)
, that is 

this proportion does not depend on specific elements 

and, therefore, it is called fuzziness measure of the 

hedge h and denoted by (h). The properties of fm(x) 

and (h) are offered as follows: 
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Proposition 1. The fm(x) represents the fuzziness 

measurement on X, the following statements hold. 

1).  fm(hx) = (h)fm(x), for every xX; 

2). fm(c−)+fm(c+) = 1; 

3). ∑ fm(hic)−q≤i≤p,i≠0 = fm(c), c{c−, c+};  

4). ∑ fm(hix)−q≤i≤p,i≠0 = fm(x); 

5). ∑ μ(hi)−q≤i≤−1 = α and  ∑ μ(hi)1≤i≤p = β, where 

, > 0 and +  = 1. 

Definition 5. The fuzziness interval of the linguistic 

terms x ∈X, symbolized by (x), is a subinterval of 

[0,1], if |(x)| = fm(x) where |(x)| is the length of 

fm(x), and recursively determined by the length of x 

as follows:  

1). If length of x is equal to 1 (l(x)=1), that mean x ∈ 

{c-, c+}, then |ℑ(c-)| = fm(c-), |ℑ(c+)|= fm(c+) and ℑ(c-

) ≤ ℑ(c+);  

2). Assume that n is the length of x (l(x)=n) and 

fuzziness interval ℑ(x) has been defined with |ℑ(x)| = 

fm(x). The set {(hjx)| j  [-q^p]}, where [-q^p] = {j 

| -q ≤ j ≤ -1 or 1 ≤ j ≤ p}, is a partition of (x) and we 

have: for Sgn(hpx) = –1, (hpx) ≤ (hp-1x) ≤ … ≤ 

(h1x) ≤ (h-1x) ≤ … ≤ (h-qx); for Sgn(hpx) = +1, 

(h-qx) ≤ (h-q+1x) ≤ … ≤ (h-1x) ≤ (h1x) ≤ … ≤ 

(hpx). 

 

III. A PROPOSED FORECASTING 

MODEL BASED ON HIGH-ORDER 

FTS AND HA 
In this section, we introduce forecasting 

model using the high – order FTS and HA for 

forecasting enrolments of the University [3]. Initially, 

the HA is applied to partition the UoD into several 

intervals with unequal- sizes by quantitative mapping 

of linguistic terms into fuzzy intervals. Based on 

these newly obtained intervals, we defined fuzzy sets 

and fuzzy historical data on each divided interval. 

From these fuzzified values, we derive the FLRs and 

establish fuzzy relationship groups according to [13]. 

Later, all information on the right - hand side of these 

FRGs are used to get the final forecasting results. The 

proposed forecasting model can be given step-by-

step as follows: 

Step 1: Define the discourse of universe and 

subintervals.  

Let 𝑈𝑜𝐷 = [𝐷𝑚𝑖𝑛 −  𝑁1, 𝐷𝑚𝑎𝑥 +  𝑁2] is 

universe of discourse. Based on minimal and 

maximal values in the time series dataset, 𝐷𝑚𝑖𝑛 and 

𝐷𝑚𝑎𝑥 variables are defined. Then, two arbitrary 

positive numbers which are 𝑁1 and 𝑁2 are are 

properly selected so that all the values of time series 

belong to UoD. From the enrolments time series [3], 

the universe of discourse is defined as 𝑈𝑜𝐷 = [13000, 

20000], where 𝐷𝑚𝑖𝑛,  = 13055, 𝐷𝑚𝑎𝑥  = 19337, 𝐷1 = 

55, 𝐷2 = 663, LU = 7000. 

Step 2: Partition UoD into different intervals based 

on HA 

This step uses HA with structure which is 

presented in Definition 4 as 𝒜𝒳 = (𝑋, 𝐺, 𝐶, 𝐻, ≤), 

where X is the set of terms of the linguistic variable 

“enrollments”{ X= dom(enrollments)};  ≤  denotes  a 

natural semantically ordering relation on X; 𝐺 =
{𝑐−, 𝑐+} ={Low, High}, Low (Lo) ≤ High (Hi); C = 

{0, w, 1} a set of constants, with (𝟎 ≤ 𝑐− ≤  𝑾 ≤
𝑐+ ≤ 𝟏) and H ={ Very, Little }. In this paper, we 

choose the number of intervals equal to 7 and 14 

corresponding to the number of linguistic terms used 

to quantify the time series values, as shown in Table 

1. Calculate the value of each interval by performing 

the following sub-steps: 

Step 2.1: The UoD is mapped to the domain [0, 1] 

Assume that the number of enrollment value 

is less than 16000 is low, then we can establish the 

parameters of HA as follows𝑓𝑚(𝑙𝑜𝑤) =

 
16000−13000

20000−13000
= 0.428,  fm(high) = 1- 𝑓𝑚(𝑙𝑜𝑤) = 

0.572. With LU = 7000, mapping these values to U, 

we can obtain covfm(low) and covfm(high) by 

calculating as fm(low) x LU = 0.428 x 7000 = 2996, 

fm(high) x LU = 0.572 x 7000 = 4004, respectively. 

In this paper, we can choose (Little) = 0.4, (Very) 

= 1- 0.4 = 0.6. Based on  (Little),  (Very) value, 

the value of  ,   is defined as 0.4, 0.6, respectively.  

For example, in case seven linguistic terms, Based on 

Proposition 1, the fuzziness measure of these 

linguistic terms in the domain [0,1] can be calculated 

as follows:𝑓𝑚(𝑉𝑉𝐿𝑜) = 0.154, 𝑓𝑚(𝐿𝑉𝐿𝑜) = 0.1027, 

𝑓𝑚(𝐿𝐿𝐿𝑜) = 0.068, 𝑓𝑚(𝑉𝐿𝐿𝑜) = 0.1027, 𝑓𝑚(𝑉𝐿𝐻𝑖) 

= 0.1373, 𝑓𝑚(𝐿𝐿𝐻𝑖) = 0.0915, 𝑓𝑚(𝑉𝐻𝑖) = 0.3432. 

Step 2.2: Generate the fuzzy interval of linguistic 

variable in the UoD 

Based on step 2.1, The linguistic values of terms 

belong to fuzziness interval is calculated as follows: 

𝑐𝑜𝑣𝑓𝑚(𝐴1) = µ(V) x µ(V) x 𝑐𝑜𝑣𝑓𝑚 (Lo) = 

0.6*0.6*2996 = 1078.56; 

𝑐𝑜𝑣𝑓𝑚(𝐴2) = µ(𝐿) x µ(V) x 𝑐𝑜𝑣𝑓𝑚 (Lo) = 

0.4*0.6*2996 = 719.04; 

𝑐𝑜𝑣𝑓𝑚(𝐴3) = µ(𝐿) x µ(𝐿) x covfm(Lo) = 

0.4*0.4*2996 = 479.36; 

𝑐𝑜𝑣𝑓𝑚(𝐴4) = µ(Very) x µ(𝐿𝑖𝑡𝑡𝑙𝑒) x covfm(Low) = 

0.6*0.4*2996 = 719.04; 

𝑐𝑜𝑣𝑓𝑚(𝐴5) = µ(V) x µ(𝐿) x covfm(Hi) = 

0.6*0.4*4004 = 960.96; 

𝑐𝑜𝑣𝑓𝑚(𝐴6) = µ(L) x µ(𝐿) x covfm(Hi) = 

0.4*0.4*4004 = 640.64; 

--------------------------------------------------------------; 

𝑐𝑜𝑣𝑓𝑚(𝐴7) = µ(V) x covfm(Hi) =  2402.4 

Mapping the value of linguistic terms to the domain 

of the universe of discourse UoD, we get the intervals 
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corresponding to linguistic terms, which are listed in 

Table 2: 

Table 1: The number of linguistic terms 

Number of linguistic terms Linguistic terms and their order 

7 

𝐴1= Very Very Low (VVLo) <𝐴2= Little Verry Low 

(LVLo) <𝐴3= Little Little Low (LLLo) <𝐴4=Very 

Little Low (VLLo) <𝐴5 =Very Little High (VLHi) 

<𝐴6= Little Little High (LLHi) <𝐴7= Very High 

(VHi) 

14 

𝐴1 = VVLo<𝐴2 = LLVLo<𝐴3 = 𝑉𝐿𝑉𝐿𝑜<𝐴4 =
𝑉𝐿𝐿Lo<𝐴5 = 𝐿𝐿𝐿𝐿𝑜<𝐴6 = 𝐿𝑉𝐿𝐿𝑜<𝐴7 =
𝑉𝑉𝐿𝐿𝑜<𝐴8 = 𝑉𝑉𝐿𝐻𝑖<𝐴9 = 𝐿𝑉𝐿𝐻𝑖<𝐴10 =
𝐿𝐿𝐿𝐻𝑖<𝐴11 = 𝑉𝐿𝐿𝐻𝑖<𝐴12 = 𝑉𝐿𝑉𝐻𝑖<𝐴13 =
𝐿𝐿𝑉𝐻𝑖 < 𝐴14 = 𝑉𝑉𝐻𝑖 

 

Table 2: The intervals obtained from HA 

7 intervals 14 intervals 

𝐼1= [13000, 14078.56) 𝐼1= [13000, 14078.56) 

𝐼2= [14078.56, 14797.6) 𝐼2= [14078.56, 14366.18) 

𝐼3= [14797.6, 15276.96) 𝐼3= [14366.18, 14797.6) 

𝐼4= [15276.96, 15996) ---------------------------- 

𝐼5= [15996, 16956.96) 𝐼12= [17836.6, 18392.3) 

𝐼6= [16956.96, 17597.6) 𝐼13= [18392.3, 18958.6) 

𝐼5= [17597.6, 20000) 𝐼14= [18958.6, 20000) 

 

Step 3: Define linguistic terms represented by the 

triangular fuzzy sets 𝐴𝑖 

For seven intervals in Table 1, there are seven 

linguistic values to represent different regions in the 

UoD. Each linguistic value represents a triangular 

fuzzy set 𝐴𝑖and it is presented as follows. 

𝐴1 =  
𝑎1,1

𝐼1
⁄ +

𝑎1,2
𝐼2

⁄ + ⋯ +
𝑎1,7

𝐼7
⁄   

𝐴1 =  
𝑎2,1

𝐼1
⁄ +

𝑎2,2
𝐼2

⁄ + ⋯ +
𝑎2,7

𝐼7
⁄   

……………………………………. 

𝐴7 =  
𝑎7,1

𝐼1
⁄ +

𝑎7,2
𝐼2

⁄ +. . . +
𝑎7,7

𝐼7
⁄   

Where,  𝑎𝑖,𝑗 ∈[0,1] (1 ≤ i ≤  7,1 ≤ j ≤ 7), Ijis the jth 

interval of the UoD. The value of 𝑎𝑖,𝑗indicates the 

grade of membership of Ij in the fuzzy set 𝐴𝑖 

Step 4: Fuzzify the historical time series data 

For fuzzification of historical time series data, we 

choose the maximum degree of membership grades 

of 𝐼𝑖(1 ≤ i ≤  7). If the maximum membership value 

of one year's observation occurs at 𝐼𝑖 , then the 

fuzzified value for that particular year is considered 

as Ai. 

Step 5: Buid all n–order (high-order)FLRs (n ≥ 2 ). 

The fuzzy logical relationship can be construct by 

two or several consecutive fuzzified values, 

respectively. To create a n-order FLR, we need to 

explore any relationship - type as F(t − n), F(t −
n + 1), . . . , F(t − 1) → F(t), in which F(t −
n), F(t − n + 1), . . . , F(t − 1) and F(t) are called 

the “current state” and the “next state” of the fuzzy 

relationship, respectively. Then, it has been obtained 

by replacing the corresponding fuzzy sets Ai. 

Step 6: Generate all high- order the FRGs 

In this study, we rely on a framework [13] for 

generating the FRGs. To explain this, assume that 

there two 3rd-order FRs with the left-hand side in 

chronological order t-2, t-1and t respectively as 

follows  Ai,  Aj,  Ak →  Ap;  Ai,  Aj,  Ak →  Aq; 

 Ai,  Aj,  Ak →  Au. Suppose that we want to forecast 

the value of time series data at time t-1. Based on 

appearance history of the fuzzy sets on the right-

hand side of the FRs, we get a 3rd-order FRG as G1: 

 Ai,  Aj,  Ak →  Ap,  Aq. By the same way, if 

considering forecasting time of t, the FLRs which 
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have the same right-hand side are grouped into a 

group G2 as:  Ai,  Aj,  Ak →  Ap,  Aq,  Au. 

Step 7: Calculate the forecasted output values 

In order to calculate the forecasted values for all 

high – order TV-FRGs, we apply the approach in 

paper [13] for the trained patterns in the training 

phase. For each group obtained in Step 7, we divide 

each corresponding interval of each next state into q 

sub-regions with equal size, and create a forecasted 

value for each group according to formula (1) as 

below: 

forecastedoutput =
1

p
∑

(mkj+submkj)

2

p
j=1        (1) 

▪ p is the total number of next states or the total 

number of fuzzy sets on the next state within the 

same group. 

▪ mkj (1 ≤ j ≤ p)is the midpoint of interval ukj 

corresponding to j-th fuzzy set on the next 

statewhere the highest level of fuzzy set Akj 

takes place in these intervals, ukj. 

▪ submkj is the midpoint of one of q sub-regions 

(means the midpoint of k-th sub-interval in 

which the historical data belong to this sub-

interval) corresponding to j-th fuzzy set on the 

right-hand side where the maximum grade of 

Akj takes place in this interval. 

 

Step 8: Evaluate the performance of model 

Compute the mean square error (MSE) and root 

mean square error (RMSE) to check the forecasted 

accuracy rate. Lower values of MSE and RMSE 

indicate a better forecasting method. Their values 

are defined as follows: 

MSE = 
1

n
∑ (Fi − Ri)

2n
i=     (2) 

 

RMSE =  √
1

m
∑ (Fi − Ri)

2m
i=n    (3) 

Where, Ri and Fi indicate the real and forecasted 

value at time i, respectively, m denotes the total 

number of years to be forecasted, n is the order of 

fuzzy relation. 

 

IV. APPLICATION TO THE 

ENROLMENTS DATA 

The proposed model is applied to the 

enrolment data of University of Alabama [3] which 

is presented in Fig.1.When obtaining forecasts for 

training set, all the enrolment observations in the 

dataset are used in creating fuzzy relations. The 

number of intervals used in the analysis varied 

between 7 and 14 as in the other studies. 

 
Fig.1: The actual data of enrolments 

 

Table 3 gives results of the proposed 

method for 2nd-order through 7th-order fuzzy time 

series under seven intervals. The best forecasts are 

obtained from the proposed model with the order 4th 

and achieved the forecasting accuracy in term of 

RMSE equal to 152.4. In addition, our model is also 

tested on the different high - order FLRs with 

number of intervals of 14. The results obtained from 

this case are summarized in Table 4. From Table 4, 

it is obvious that the forecasting model gets the 

RMSE value of 85 when 4th - order FLR is 

examined which is the smallest among all orders of 

model.
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Table 3: The results obtained from the proposed model using the different high -order under 7 intervals 

Years Actual data 

Forecasted results 

2nd- order 3rd- order 4th - order 
5th - 

order 
6th-order 

7th-

order 

1971 13055       

1972 13563       

1973 13867 13719.1      

1974 14696 14138.6 14558     

1975 15460 15516.7 15516.7 15516.7    

1976 15311 15516.7 15516.7 15516.7 15516.7   

1977 15603 15636.2 15636.2 15636.2 15636.2 15636.2  

1978 15861 15696.2 15756.2 15756.2 15756.2 15756.2 15756.2 

1979 16807 16009.7 16196.5 16636.7 16636.7 16636.7 16636.7 

1980 16919 16636.7 16636.7 16636.7 16636.7 16636.7 16636.7 

1981 16388 16476.2 16476.2 16476.2 16476.2 16476.2 16476.2 

1982 15433 15996.5 15516.7 15516.7 15516.7 15516.7 15516.7 

1983 15497 15516.7 15516.7 15516.7 15516.7 15516.7 15516.7 

1984 15145 15786.6 15117.1 15117.1 15117.1 15117.1 15117.1 

1985 15163 15117.1 15117.1 15117.1 15117.1 15117.1 15117.1 

1986 15984 15756.2 15756.2 15756.2 15756.2 15756.2 15756.2 

1987 16859 16636.7 16636.7 16636.7 16636.7 16636.7 16636.7 

1988 18150 17517.6 18398.4 18398.4 18398.4 18398.4 18398.4 

1989 18970 18798.9 18798.9 18798.9 18798.9 18798.9 18798.9 

1990 19328 19199.4 19199.4 19199.4 19199.4 19199.4 19199.4 

1991 19337 19199.4 19199.4 19199.4 19199.4 19199.4 19199.4 

1992 18876 19065.9 18999.2 18798.9 18798.9 18798.9 18798.9 

RMSE  350.9 203.9 152.4 156.2 152.6 157.4 

Table 4: The forecasting results of the proposed model using the different high -order under 14 intervals 

Years Actual data 

Forecasted results 

2nd- order 3rd- order 4th - order 5th - order 
6th-

order 
7th-order 

1971 13055       

1972 13563       

1973 13867 13719.1      

1974 14696 14186.5 14653.9     

1975 15460 15420.9 15420.9 15420.9    

1976 15311 15372.9 15372.9 15372.9 15372.9   

1977 15603 15708.1 15708.1 15608.1 15708.1 15708.1  

1978 15861 15852.1 15852.1 15852.1 15852.1 15852.1 15852.1 

1979 16807 16764.9 16764.9 16764.9 16764.9 16764.9 16764.9 

1980 16919 16828.9 16828.9 16828.9 16828.9 16828.9 16828.9 

1981 16388 16380.1 16380.1 16380.1 16380.1 16380.1 16380.1 

1982 15433 15420.9 15420.9 15420.9 15420.9 15420.9 15420.9 

1983 15497 15468.9 15468.9 15468.9 15468.9 15468.9 15468.9 

1984 15145 15428.6 15149 15149 15149 15149 15149 

1985 15163 15181 15181 15181 15181 15181 15181 

1986 15984 15852.1 15852.1 15852.1 15852.1 15852.1 15852.1 

1987 16859 16828.9 16828.9 16828.9 16828.9 16828.9 16828.9 

1988 18150 17453.5 18078 18078 18078 18078 18078 

1989 18970 19167.2 19167.2 19007.2 19167.2 19167.2 19167.2 

1990 19328 19375.2 19375.2 19375.2 19375.2 19375.2 19375.2 

1991 19337 19375.2 19375.2 19375.2 19375.2 19375.2 19375.2 
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1992 18876 19271.2 19167.2 19167.2 19167.2 19167.2 19167.2 

RMSE  233.64 97.4 85 102 104.4 104 

 

To verify the superiority of the proposed 

model under the different number of orders with 

number of interval equal to 14, five existing 

forecasting models [29, 32, 33, 11, 10] are selected 

for comparing. A comparison of the forecasted 

results with regards to MSE (2) is presented in Table 

5. Based on Table 5, it can be seen that the proposed 

model produces more precise results than the 

existing competing models under number of order 

equal to 4. 

Table 5: The comparison of the forecasting accuracy between our model and existing models 

Models orders MSE 

[29] 1 66661 

[32] 1 44057 

[33] 3 60714 

[11] 8 17106 

[10] 8 14778 

Our model 4 7225 

 

V. CONCLUSION 

In this study, we propose the high – order 

FTS model which uses HA to addressed two issues 

are considered to be important and greatly affect the 

forecasting accuracy that is the problem about 

determining of length of intervals and selecting 

orders of fuzzy relationship. The proposed model is 

employed to forecast the well-known data of the 

enrolments of the University of Alabama to show 

the considerable outperforming results. Also, the 

methods proposed by previous researchers and 

conventional time series methods are applied to the 

data for comparison. In the end of the comparison, it 

is obviously seen that the proposed method produces 

better forecasts than those of other methods. These 

results indicate that using the hedge algebra for 

determining length of intervals in UoD significantly 

enhance the forecasting accuracy in high - order FTS 

model. 
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